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1. Introduction:

Electroencephalography (EEG) is a widely used
method to capture the electrical activity of the
human brain as it is simple and non-invasive
(we only need to put some electrodes over a sub-
ject’s head). The drawback being that the data
captured is often a mix of several signals: the
informative cortically generated signal (which
we want to capture) is contaminated by other
cerebral electrical artifacts such as electromyo-
graphy (EMG) or electrooculography (EOG).
In addition, neuroscientists can expect an addi-
tive noise coming from the electronics used to
capture the signals. Thus, in order to use the
EEG data, the first step is often to clean it. As
EEG data comes naturally in the form of a time
series, one way of looking at this task is saying
that we want to perform inference to find the fil-
tering distribution over some directed graphical
model where the observed variables are noisy.

We will try to make several sets of assumptions
over the properties of our graphical model and
try different methods. Then, having built those
methods, we’ll have to assess them.

The problem is that to compare the results of
a denoising methods to the ground truth, we
need to have access to both a plausible ground
truth and a plausible noisy data. But datasets
containing both noisy and clean data (i.e only
containing the informative cortically generated
signal) don’t seem to be easily found. Most of
the papers assessing denoising methods on this
kind of data either have access to complying pa-
tients that are ordered for a moment to be im-
mobile during the recording, or model the two
kinds of EEG using real signal characteristics.
But that last approach seems to require a lot of
field knowledge that we don’t have.

Thus, what we decided to do instead is to assess
our methods as a pre-processing step in a big-
ger problem, which is often the case in reality
(for example in the Brain-Computer Interface
field, we might want to do a classification task
over the EEG data). Hence, the "best” method
would be the one leading to the best results in
the bigger task.

We applied our methods to the openly available
Grasp-and-Lift EEG Detection dataset
which contains the recordings of 12 subjects as
they perform 6 types of simple tasks (ex: grasp
and lift an object with one hand).

2. Related Works

This is not the first approach to this problem,
as EEG data is inherently noisy. Furthermore,
there is no "true data” available to us, which
presents yet another problem. In Geraldo et.
al [1], they used a Kalman filter to recreate
the spatial activity within the brain from EEG
data using physiological models with a normal
Kalman filter and a non-linear extension. This
proved that for this application, Kalman filters
performed well. However, they did no classifi-
cation on the data, their paper only sought to
recreate the temporal-spatial activity observed
from the data. A similar task was accomplished
in Lamus et al [2] using more sophisticated
methods in conjunction with a Kalman filter for
recreated the spatial activation from EEG data,
both simulated and human-generated. While
the task relied on other techniques to help the
Kalman filter, they showed promising results
from their model. Again, this work did not at-
tempt any sort of classification or comparison
of the data generated by their model compared
to the raw data. In order to get around the dif-



ficulty of lacking our ground truth for the data,
multiple studies have used simulated EEG data
by mixing many samples of 2kHz data together
to create an EEG like signal. In Salis et al [3],
they compared the effects of a Kalman filter to
both Empirical Mode Decomposition and Dis-
crete Wavelet Transforms in estimating the true
states of this noisy simulated data. They found
that Wavelet Transforms performed the best,
with Kalman filters being the second best op-
tion. However, they note that all three of their
methods resulted in a significant decrease in ar-
tifacts from their data. In Vorobyov and Ci-
chocki [4], they demonstrate the ability of ICA
in extracting the true signals from this type of
simulated data. They used ICA with subspace
filtering to clean the data before projecting their
results back onto the sensor-level. This gave
them clearer representations of the data than
before they started. Again, this study did not
attempt classification with this data, as it was
simulated.

3. Models
3.1. Kalman Filter

A Kalman filter is an extension of a Markov
Chain which allows for a gaussian noise com-
ponent, modeling the noise observed in real ap-
plications. This technique proves to be better
than using raw data as the Markov Chain com-
ponent means that we are modeling the joint
probabilities at each time step. The Kalman
filter works in an iterative process, first it esti-
mates the new state, then it updates the values
based on what the actual observed values were.
Let A}, be the transition model from state xj_;
to x; for arbitrary k. Let Hj be the observa-
tion model. Let Q be the covariance for the
process noise, collected by the sensor, with Ry
be the covariance of the observation noise. Let
wj, be the noise vector drawn from N(0, Q).
For our application, we disregard the control-
input components. Then, we have that given
our previous state xj_1,

Xp = ApXp—1 + Wy,

This gives us the observation at time k. To find
the state, z; given the previous time step, we
have

Z, = Hka + Vi,

where vy, is the noise of our process, which is a
vector given by N(0,Ry)

We can use this filter to obtain good estimates
of the underlying hidden state, which had been
obscured by noise in both the observation and
process. Examples of this better estimate can
be seen in figure 3.

3.2. Independent Component Analysis

Independent Component Analysis (ICA) is a
technique to separate independent sources of
data in a multivariate signal. This has been
used extensively in signal processing, as it is a
good baseline method to separate out signals
which may be interfering with each other. In
our case, we assume that the multivariate sig-
nal data we are receiving is a combination of the
activations across all the different regions of the
brain which we are monitoring. To use this al-
gorithm, we have to assume that our data fits
two criterion. First, our signals should not be
Gaussian in distribution. If they were, a simple
Gaussian Mixture Model may handle this exam-
ple better. Secondly, we assume that our signals
are independent of each other within the multi-
variate signal we observe. With EEG data, this
may not be the case, as it is difficult to know
which activations within the brain are linked
to each other, and which ones are not. How-
ever, we relax this assumption in order to test
on our data. Our goal with ICA is to separate
our signals in such a way that we minimize the
amount of information shared between any two
components and also maximize the difference
between our signal and a Gaussian signal. To
accomplish this, we assume that our observed
signal x can be written as x = (21, %2, ..., T,),
with each x; being the value we observed at
time 7. As we assume this is a mixture of
signals, we can then define s as our vector of
source signals, with s = (s, 89,..., k). These
source signals are weighted with values from a;,
a;, = (a;1,a;2,...,a;;). This allows us to ex-



press each z; as

k

T; = Z SEQik = <S, ai>.

J=1

We can extend this definition to model the full
multivariate signal we observe. If we define a
matrix A to be (aj,as,...,a,), then

X = As.

From this, if we multiply both sides by the in-
verse of A, or psuedoinverse if A is not square,
then we can recover the source signals from the
observed data with

s =A"'x.

Furthermore, we can add in a noise component,
n, which we assume to be Gaussian with mean
0 and with a diagonal covariance matrix such
that s = A7!(x — n). We will use ICA in order
to compare the difference a Kalman filter makes
compared to using the unfiltered data.

4. Experiments
4.1. Method

As explained in the introduction, it is very diffi-
cult to asses the effectiveness of a filtering algo-
rithm directly. Therefore, we decided to focus
on the effect of our filtering on a downstream
task.

For the downstream task, we chose to study
classification as it is a common practice. More
precisely, we first filter the data before using
this filtered data as input for a classification
task.

4.2. Data

For the evaluation of our filtering algorithm,
we focused on the Grasp-and-Lift EEG De-
tection dataset. The patients were monitored
while performing 6 tasks, mostly about grasp-
ing and lifting an object. The recordings were
then split in 6 supervised binary classification
datasets, one for each task. However, the data
couldn’t be used directly as over 97 percent of

the data is made of negative examples. Thus,
most classifiers predicted the class 0 regardless
of the input data. This made the comparison of
the filtering algorithms impossible as the down-
stream classifier couldn’t measure the impact of
the filtering algorithm. Thus our first task was
to balance the data.

In order to reach a balance, We chose to sub-
sample only a few negative examples before ap-
plying our classifier. We implemented two ways
of sub-sampling:

e At random

e Selecting only the samples preceding and
following the positive examples

The first strategy gives an approximate idea of
the real accuracy of the prediction for a given
sample. This is due to the randomness.

The second strategy is, however, much more in-
teresting as it focuses on the transitions. This
task is much harder as it is especially diffi-
cult to accurately determine the clear separa-
tion between two actions. In fact, the raw data
shows that the distinction itself isn’t that clear
as some tasks overlap. For instance, the sci-
entists who recorded the EEG measured data
that corresponded to both grasping and touch-
ing. Thus, even for the scientists, the distinc-
tion isn’t that clear.

4.3. Classifier

Our original aim is to measure the impact of
filtering algorithms in extracting relevant infor-
mation from EEG data. Therefore, the choice
of the classifier is not that important as what
matters is the relative improvement or lack of.
In the end, we settled for a Logistic Regression
as it was fast and served our purpose as well as
any other classifier we tried.

As we were curious, we also tried other classi-
fiers, such as Random Forests or Naive Bayes
classifier. They yielded similar accuracy scores
in general and didn’t change our overall conclu-
sions on the impact of filtering.



4.4. Results

Following the method described above, we com-
pared the accuracy scores for each of the seven
tasks. We evaluated three models:

e Raw: The raw data as is. It serves as a

baseline.

e Kalman: Using Kalman filters to generate
filtered data.

e ICA: Using ICA to generate filtered data.

We displayed the results using the two strate-
gies for sub-sampling. We used the Logistic
Regression as classifier (LogReg) and measured
not only the accuracy for each of the 6 tasks,
but also the time the algorithm took to filter
the data (in seconds).

Using random sub-sampling, we obtain the fol-
lowing results:

Algo time Accuracy 0 Accuracy 1 Accuracy 2 Accuracy 3 Accuracy4 Accuracy 5

Raw 1034 6520 5599 50 64 5589 7429 69.10

Kalman 304.22 67.00 5833 5026 5716 76.25 7068

ICA 18162 4827 49.92 4870 4505 5055 4999

Figure 1: Random sub-sampling

First of all, we can notice the algorithm time for
raw data to be non nil. This occurs as we need
to load the data in memory. Thus, to get the
actual time, we have to subtract approximately
10 seconds.

We also observe that not all tasks are as diffi-
cult as Accuracy 2 is around 50 percent while
Accuracy 4 is around 75 percent with raw data.

We can see that the ICA model yields the poor-
est results. This surprised us a lot as it is a
technique widely used in competitions. We can
also notice that the Kalman filter improves the
accuracy scores in every task, but not by a big
margin.

We also tried to focus on transitions. We then
obtained the following results:

As we can see, the task is much more difficult as
the accuracy scores dropped by a lot when using

Algo time Accuracy 0 Accuracy1 Accuracy 2 Accuracy 3 Accuracy 4 Accuracy

Raw 10.62 53.34 5550 57.73 5363 5480 52 46

Kalman 328.67 53.36 59.40 56.44 54.97 56.37 53.10

ICA 14527 51.86 49 86 51.04 5041 51.10 4890

Figure 2: Transition sub-sampling

the raw data or applying a Kalman filter. We
still notice a slight improvement with Kalman
filters compared to using raw data, but nothing
too impressive.

Oddly enough, the ICA accuracy scores im-
proved on average. It seems the algorithm is
better when dealing with transition. We be-
lieve this to be the most likely explanation as
to why the ICA is nearly always used in the
best solutions in competitions. However, it still
remains the worst model when used on its own.

5. Conclusion

This work presented the impact of using graph-
ical models in filtering EEG data. As presented
in the results section, some models may have
some positive impacts when defining transitions
while others might be better overall. It also
seem to depend on the task as some tasks are
easier than others.

This work evaluated the algorithm on only one
dataset. It is thus difficult to draw conclusions
on how efficient filtering is in general. On top of
that, the labels may not be exact as explained
in section 4.2 as we noticed overlaps in labels.
We tried to find other datasets to give a more
general perspective to our study, but finding la-
belled data proved very had. We had lots of
unlabelled data though, but we couldn’t use it
to evaluate the quality of our filtering.

As we were curious, we looked at the best mod-
els used in competitions. It turns out to be a
fine tuning of a mix of ICA and Kalman fil-
ters. Unfortunately, we didn’t have time to
delve more deeply in the fine tuning.
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6. Appendix
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Figure 3: The blue lines represent the raw EEG
data for the first subject, and the orange is the
predicted path from our Kalman Filter. Each
figure shows 30 seconds of data from the Open-
MIRR dataset.



